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Abstract 

Working memory is a critical aspect of both human 
intelligence and artificial intelligence (AI), serving as a 
workspace for the temporary storage and manipulation 
of information. This paper investigates the working 
memory capacity of ChatGPT, a state-of-the-art language 
model, by examining its performance on N-back tasks. 
We begin by discussing the importance of working 
memory to humans and AI, followed by the methods 
employed to assess ChatGPT’s working memory 
capacity. Our study compares behavioral performance of 
ChatGPT on verbal and spatial N-back tasks to that of 
human participants reported in the literature, revealing 
notable similarities. Our findings offer crucial insights into 
the current progress in designing AI systems with human-
level cognitive abilities and hold promise for informing 
future endeavors aimed at enhancing AI working memory 
and understanding human working memory through AI 
models. 
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Working memory of humans and AI 
The advent of large language models (LLMs) like 
ChatGPT and GPT-4 has propelled the pursuit of 
artificial general intelligence (Bubeck et al., 2023) and 
unveiled human-level abilities that warrant further 
exploration (Kosinski, 2023; Wei et al., 2022). Among 
these abilities is the capacity to retain contextual 
information while engaging in multi-turn conversations, 
suggesting the presence of working memory in these 
LLMs. Despite this intriguing observation, a systematic 
assessment of the working memory capacity of such 
models remains to be conducted. In this study, we drew 
upon cognitive sciences literature to devise working 
memory tasks for ChatGPT and compared its 
performance with human participants. 

In cognitive sciences, working memory is usually 
defined as the ability to temporarily store and 
manipulate information in mind (Baddeley, 1992). It is 
widely regarded as a critical element of human 
intelligence, as it underlies various higher-order 
cognitive processes such as reasoning, problem-
solving, and language comprehension (Conway &  
Kovacs, 2020). 

The study of working memory in AI has not received 
the attention it deserves until recent years. It is 
increasingly evident that in order to design more 

powerful AI models, the role of working memory must 
be taken seriously (Graves et al., 2016; Guo et al., 
2020; Yoo & Collins, 2022). By placing a greater 
emphasis on working memory, AI researchers will be 
able to develop models that better mimic the cognitive 
processes underpinning human intelligence, leading to 
more efficient and versatile AI systems. 

The emergence of ChatGPT offers a unique 
opportunity to directly compare human and AI working 
memory. One widely used task to measure working 
memory capacity in laboratory settings is the N-back 
task, initially developed by Kirchner (1958). In the 
current study, we adapted two versions of the N-back 
task compatible with ChatGPT and assessed its 
performance using well-established metrics from 
human behavioral studies. This approach allows us to 
obtain a deeper understanding of the working memory 
capacity of powerful LLMs like ChatGPT and facilitates 
a more meaningful comparison with human cognitive 
abilities. 

 

Methods 

In N-back tasks, individuals are asked to report whether 
the currently presented item matches the item 
presented N items ago. In this study, we devised two N-
back tasks involving verbal and spatial working memory 
(Szmalec et al., 2011) respectively, and prompted 
ChatGPT (using the OpenAI API) to complete the tasks 
in a trial-by-trial manner. 

 

Fig. 1. Human (left) and AI (right) versions of the verbal N-
back task, with N = 2 chosen for illustration purposes. 
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You are asked to perform a 2-back task. You will
see a sequence of le8ers. Your task is to
respond with 'm' (no quote marks, just the
le8er m) whenever the current le8er is the
same as the le8er two le8ers ago, and '-' (no
quote marks, just the dash sign) otherwise. Only
'm' and '-' are allowed responses. No
explanaEons needed: please don't output any
extra words!! The sequence will be presented
one le8er at a Eme. Now begins the task.
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Verbal N-back task For N = 1, 2, and 3 respectively, 
we generated 50 blocks of letter sequences using an 
alphabet commonly found in the literature. Each block 
contains 24 letters (thus 24 trials), including 8 match 
trials and 16 nonmatch trials. Fig. 1 illustrates how the 
same task would be conducted by human participants 
and how ChatGPT performed the task. 

Spatial N-back task Based on the observation that 
ChatGPT can understand spatial relationships (Bubeck 
et al., 2023), we constructed a 3*3 grid using ASCII art 
(see Fig. 2, right panel), For N = 1, 2, and 3 
respectively, we generated 50 blocks of grid sequences 
each featuring a letter “X” in one of the nine positions. 
Note that the letter “X” here was arbitrarily chosen to 
represent an occupied spatial location textually and 
could be substituted by any other letter or symbol. Each 
block contains 24 grids, including 8 match trials and 16 
nonmatch trials. 

 
Fig. 2. Human (left) and AI (right) versions of the spatial N-
back task, with N = 2 chosen for illustration purposes. 

Results 
We analyzed ChatGPT’s performance using widely 
accepted performance metrics reported in numerous 
human behavioral studies (Jaeggi et al., 2010; Redick 
& Lindsey, 2013), including hit rate, false alarm rate, 
accuracy (hit rate - false alarm rate), and sensitivity (d′ 
= Z(hit rate) - Z(false alarm rate)). 

Strikingly, the behavioral patterns of ChatGPT in both 
verbal (Fig. 3) and spatial (Fig. 4) N-back tasks closely 
resembled those of human participants. The level of 
sensitivity was also comparable to humans reported in 
much of the literature (Kane et al., 2007; Pelegrina et 
al., 2015). The significant decline in ChatGPT’s 
performance as N increases (p values ≤ .001 for all 
Kruskal-Wallis tests on hit rates, accuracy, and 
sensitivity) not only indicates that it has limited working 
memory capacity as humans do (Cowan, 2001), but 
also suggests that LLMs like ChatGPT may exhibit 

emergent properties (Wei et al., 2022) akin to the 
human brain. One exception occurred in the spatial N-
back task, with false alarm rates decreasing as N 
increased from 1 to 3 (p = .021), a pattern rarely 
reported in human studies. 

 
Fig. 3. ChatGPT performance in the verbal N-back task. Error 
bars represent 95% confidence intervals. 

 
Fig. 4. ChatGPT performance in the spatial N-back task. Error 
bars represent 95% confidence intervals. 

Discussion 

It is crucial to acknowledge that LLMs’ abilities are 
constrained by their text-based nature (Mahowald et al., 
2023). For instance, it remains uncertain whether 
ChatGPT trully processed the inputs in our spatial N-
back task from a “spatial” perspective. Nevertheless, 
future research should investigate the impact of various 
task manipulations, such as employing different stimuli 
or prompt stategies, on ChatGPT’s working memory 
performance. Such exploration could provide valuable 
insights into how LLMs learn from task contexts and the 
extent to which the nature of AI working memory 
resembles that of humans. 
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You are asked to perform a 2-back task. You will see a
sequence of 3*3 grids. Each grid has a le8er X in one of
the nine posiEons. For example, a grid with X at top leN
corner would be ``` |X|_|_| |_|_|_| |_|_|_| ```. Your
task is to respond with 'm' (no quotaEon marks, just the
le8er m) whenever the X is in the same posiEon as the
grid two trials ago, and respond with '-' (no quotaEon
marks, just the dash sign) otherwise. Only 'm' and '-' are
allowed responses. No explanaEons needed: please
don't output any extra words!! The sequence will be
presented one grid at a Eme. Now begins the task.
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